
Abstract. We present a method to treat the solvent ef-
ficiently in hybrid quantum mechanical/molecular me-
chanical simulations of chemical reactions in enzymes.
The method is an adaptation of an approach developed
for molecular-mechanical free-energy simulations. The
charges of each of the exposed ionizable groups are
scaled, and the system is simulated in the presence of
a limited number of explicit solvent molecules to obtain
a reasonable set of structures. Continuum electrostatics
methods are then used to correct the energies. Variations
in the procedure are discussed with an emphasis on
modifications from the original protocol. We illustrate
the method by applying it to the study of a hydrolysis
reaction in a highly charged system comprising a com-
plex between the base excision repair enzyme uracil-
DNA glycosylase and double-stranded DNA. The
resulting adiabatic reaction profile is in good agreement
with experiment, in contrast to that obtained without
scaling the charges.
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1 Introduction

Hybrid quantum mechanical (QM)/molecular mechan-
ical (MM) methods are widely used to model chemical
reactions in enzymes [1, 2, 3, 4, 5, 6, 7]. In such
simulations, the central reactive region is treated quan-

tum mechanically to allow key bonds to be made and
broken, while the surrounding non-reactive region is
treated classically to make the calculations computa-
tionally feasible. Because one of the main goals of QM/
MM studies is to understand how the environment
influences the reaction of interest, adequate treatment of
the solvent is essential. Solvent can play a direct role by
interacting with the QM region, and it can play an
indirect one by shielding MM groups and stabilizing
selected MM conformations.

In simulations of enzymes, the solvent can be repre-
sented explicitly by including atomistic models of water
molecules [8] or implicitly by adding terms to the energy
function [9, 10, 11]. However, neither of these ap-
proaches is without problems. Explicit treatment of a
sufficient number of water molecules to solvate an en-
zymatic system fully is costly because it is necessary to
average over simulations that are much longer than the
dipole relaxation time of water (about 10 ps at 300 K
[12, 13]). Moreover, QM/MM simulations often employ
only energy minimization, in which case, the effective
dielectric will be much smaller than that associated with
the true (thermalized) solvent reaction field. On the other
hand, implicit treatment of the solvent in the vicinity of
the reaction is also inappropriate if the lengths and
directionalities of specific hydrogen bonds to water
molecules play important roles [14].

In the present paper, we explore the use of a method
that employs a combined explicit and implicit treatment
of the solvent to avoid the shortcomings just described.
The method is an adaptation to QM/MM calculations of
an approach developed for free-energy perturbation
simulations using molecular mechanics [15]. In brief, the
charges of exposed groups are scaled to avoid distortion
of the structures during the simulations, and continuum
electrostatics methods are applied subsequently to ob-
tain energies that introduce the correct solvent shielding
effects. We illustrate the procedure by applying it to the
study of a chemical reaction in a highly charged system
consisting of a complex between an enzyme and double-
stranded DNA. The QM/MM study models the hydro-
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lysis of the glycosyl bond of deoxyuridine (dU) in DNA
by the base excision repair enzyme uracil-DNA glycos-
ylase (UDG). The resulting adiabatic reaction profile is
in good agreement with experiment [16], in contrast to
that obtained without scaling the charges. Variations in
the procedure are discussed with an emphasis on modi-
fications from the protocol employed in the original free-
energy-perturbation simulations [15].

2 Charge-scaling procedure

In this section, we describe the charge-scaling method
that we use to treat solvent shielding in QM/MM
simulations. Essentially, the charges of each of the
exposed ionizable groups are scaled, and the system is
simulated in the presence of a limited number of explicit
solvent molecules to obtain a reasonable set of struc-
tures. Grid-based continuum electrostatics methods that
employ the Poisson or linearized Poisson–Boltzmann
equation are then used to estimate the energy required to
return the scaled groups to their normal charge states
and to transfer the structures to bulk solvent (Fig. 1).
Details of this procedure are given in what follows with
emphasis on aspects that differ from the original
formulation for MM free-energy simulations [15].

In step I, the charges on exposed ionizable groups
are scaled, and a simulation with a limited number of
explicit solvent molecules is then performed. It was
shown for MM calculations that the corrected energies

obtained with this procedure do not depend on the
specific scale factors employed, so long as the structural
distortions associated with simulations in vacuum are
reduced sufficiently [15]. This is not strictly true in
QM/MM simulations owing to polarization of the QM
region, so care must be exercised in choosing the scale
factors. In the present study, we use the potential-based
scheme suggested in Ref. [15]. Specifically, for a repre-
sentative conformation of the system, which includes the
explicit solvent molecules that are present in the simu-
lation, we calculate the electrostatic potential, U, from
each exposed ionizable group i by solving the Poisson
equation in vacuum (� ¼ 1) and in solution (� ¼ 80).
The scale factor for group i, ai, is then the ratio of the
average vacuum, �UUv, and solution, �UUs, potentials for the
grid points occupied by the QM atoms (determined from
their positions and van der Waals radii):

q0i ¼
�UUsði! QMÞ
�UUvði! QMÞ qi ¼

qi

ai
: ð1Þ

Alternative averaging schemes (e.g., averaging the ratios
at points) did not change the scale factors appreciably
since the potentials were relatively homogeneous over
the QM region. In principle, salt effects could be
included by solving the linearized Poisson–Boltzmann
equation rather than the Poisson equation; however, the
distributions of scale factors obtained with the two
methods were similar, so all the results shown are for
pure water. It is important to note that the ai values

Fig. 1. Thermodynamic cycle employed in the charge-scaling
procedure. Representative groups are illustrated by chemical
structures: the quantum mechanical (QM) region, three ionizable

groups (an aspartate side chain, a lysine side chain, and a
phosphate group), and four explicit molecular mechanical (MM)
water molecules
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depend on the structure of the system but not the charge
distribution in the QM region. As a result, it is
reasonable to use constant scale factors to model a
chemical reaction if the positions of the ionizable groups
and the volume excluded by the explicit atoms do not
deviate significantly from those of the representative
structure used for the determination of the ai values. If a
large conformational change were involved in the process
under study, the method would have to be modified.
This issue was examined recently in a study of annexin V
which employed a potential-based scheme to scale the
charges but did not subsequently correct the energies
[17]. There, scale factors were calculated separately for
the endpoints of a reaction which involved the exposure
of a tryptophan side chain and the complete unwinding
of a helix. In that case, it was found that the two sets of ai
differed by only 3% on average, and constant (average)
scale factors were thus used.

In step II of the procedure, we calculate the energy
associated with restoring the scaled charges to their full
values in vacuum for each structure saved from the
simulation in step 1. In these and subsequent continuum
electrostatics calculations, the QM atoms are repre-
sented by their Mulliken charges unless otherwise spec-
ified. For a given structure, the change in the effective
energy of interaction between the exposed ionizable
groups and the QM atoms is

DWQM=MMðfaig ! 1Þ ¼
X

i

X

j

ð1� aiÞqjUvði! jÞ; ð2Þ

where the first sum runs over the groups with scaled
charges and the second sum runs over the grid sites on
which the QM charges are distributed. Simonson et al.
[15] neglected interactions between the scaled and MM
groups (including other scaled groups) in this step and
the subsequent (bulk solvation) (step III). Neglecting
the scaled-MM terms is justified only if they do not
affect the reaction profile significantly. In the example
considered here, we found that this was not the case.
Consequently, we include these terms; however, doing so
introduces additional complications into the procedure
for the following reasons. Because the grid-based
calculations ignore the molecular connectivity of the
system, they include classical electrostatic interactions
between bonded atoms. These terms have no physical
basis – interactions between bonded atoms should either
be treated quantum mechanically or by a reasonable
classical approximation such as a harmonic or Morse
potential. When the charges of the scaled groups are
increased to their full strengths, these unphysical (1–2
and 1–3) terms change by large amounts, so it is
necessary to take precautions to eliminate or to avoid
them. Two methods which differed in their computa-
tional cost were used to determine the energies for step II
of the charge-scaling procedure. In the first (quicker)
(IIa), DWQM=MMðfaig ! 1Þ was calculated as previously,
and the scaled-MM interaction terms were obtained
from the CHARMM Coulomb electrostatic energy term
(which omits 1–2 and 1–3 interactions [18]) with the
charges on the QM atoms set to zero (to avoid double-
counting the terms involving QM atoms). In the second
method (IIb), only grid-based methods were used:

DW ðfaig ! 1Þ ¼
X

j

qjUvðjÞ �
X

j

q0jU
0
vðjÞ

�
X

i

X

ji

qjiUvðjiÞ �
X

ji

q0ji
U0vðjiÞ

" #
;

ð3Þ
where primes denote scaled charges, the sum over i runs
over all scaled groups (e.g., the side chains of ionizable
residues), the sum over j runs over all grid sites, and the
sum over ji runs over all grid sites containing charges
associated with atoms in or bonded to scaled group i.
In other words,

P
j qjUvðjÞ is the total energy, whileP

ji
qjiUvðjiÞ is the internal energy of scaled group i.

The latter is necessary to remove the 1–2 and 1–3
interactions that change in step II (those that do not
change cancel in the thermodynamic cycle). As for the
interactions between the scaled groups and the QM
atoms, Eq. (2) is subsumed within Eq. (3). Method 2b
maintains better consistency with step III, which is based
entirely on grid-based calculations, but omits 1–4 and
sequentially longer-ranged electrostatic interactions
within scaled groups (included in IIa).

In step III of the procedure, the system is transferred
from vacuum (� ¼ 1) to bulk solvent (� ¼ 80). As in step
II, a grid-based method is used to obtain the electrostatic
free energy by solving the Poisson (or linearized Pois-
son–Boltzmann) equation. In both steps II and III, the
QM atoms are represented by their Mulliken charges
calculated in the presence of the MM atoms. The anal-
ysis of a subset of structures (see later) shows that elec-
trostatic screening potential (ESP) charges [19, 20] give
very similar results. The final corrected effective energies
are the sums of the energies and electrostatic free ener-
gies obtained in steps I, II and III. The procedure differs
from that in Ref. [15] in that Mulliken or ESP charges
are used to represent the QM atoms (Ref. [15] concerns
purely MM simulations) and scaled-MM interaction
terms are included in steps II and III.

3 Simulation details

The system for which the present method was introduced is the base
excision repair enzyme human uracyl DNA-glycosylase (UDG),
which catalyzes the hydrolysis of the glycosyl bond of deoxyuridine
(dU) in DNA. The reaction mechanism (Fig. 2) and its biological
implications are described elsewhere [16]. A reactant structure was
obtained by modeling the natural substrate in the active site on the
basis of an enzyme- inhibitor complex (a preliminary version of
PDB code 1EMH [21]) as detailed in Ref. [16]. The system em-
ployed in the calculations consists of the entire recombinant protein
(223 residues, indexed according to their positions in the UNG
gene: 82–304) [22], the bound double-stranded DNA oligomer, and
168 crystallographic water molecules (of which 22, including the
catalytic one treated quantum mechanically, are within 6 Å of the
QM atoms). One nucleic acid strand has nine nucleotides (indexed
2–10 with dU at 5), while the complementary strand has ten
(indexed 21–30).

Standard protonation states were employed for all residues
other than the histidines. On the basis of NMR data [23], H268 was
taken to be neutral with the proton on N�. Continuum electro-
statics methods [24] were used to determine the most probable
protonation states of the 12 remaining histidines at neutral pH; the
calculations indicated that H148, which forms a bridge between the
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phosphate group of dT4 and the attacking water molecule, is
doubly protonated, while the other histidines are neutral with the
proton on N�.

The reaction was modeled in the active site with a hybrid QM/
MM method [1]. The uracil nitrogenous base, part of the sugar ring
(C10, C20, C40, O40, and their associated hydrogen atoms), the at-
tacking water, and the side chain of D145 were treated with the
semiempirical method AM1 [25]. The remainder of the system,
which included 167 additional crystallographic water molecules,
was treated classically with the CHARMM all-hydrogen parameter
set (that released with version c22 for the protein and that released
with version c27 for the nucleic acid) [18, 26, 27] and the TIP3P
water model [8, 28]. The MM nonbonded interactions were (force)
shifted to zero over the range 8–12 Å [29], and the QM/MM
interactions were truncated at 13 Å. The dielectric constant for
the MM electrostatic interactions was � ¼ 1, which is consistent
with the QM calculation.

Because the boundary between the QM and MM regions
crosses covalent bonds, it is necessary to terminate the QM region
artificially. On the basis of a systematic comparison of methods for
this purpose in Ref. [30], we introduced (‘‘HQ’’) link atoms that
interact with both the other QM atoms and the MM atoms. There
are four such atoms, which correspond to the D145 Ca–Cb bond,
the dU5 C20–C30 bond, the dU5 C30–C40 bond, and the dU5 C40–
C50 bond. Linear geometries and crystallographic lengths were
enforced for these bonds by adding harmonic restraints to the en-
ergy function. The charges on the MM atoms in these bonds were
sufficiently small that it was not necessary to exclude QM/MM
interactions with those atoms; setting the charges on those MM
atoms to zero changed the energies by less than 1 kcal/mol.

The charge-scaling procedure was applied to the side chains of
all eight arginines, the side chains of all 18 lysines, the side chains of
all 12 glutamates, the side chains of the eight aspartates other than
the catalytic one (D145), and all 17 phosphate groups. The scale
factors were calculated by applying the potential-based scheme
described in Ref. [15] to the X-ray crystal structure. To obtain an
adiabatic energy surface, the system with the scaled charges was
minimized in the presence of harmonic restraints on the breaking
and forming bonds (Fig. 2). The continuum electrostatics calcula-
tions were performed with the Poisson–Boltzmann solver (PBEQ)
in CHARMM versions c28a2 and c28a3. To determine the sites
from which solvent was excluded, the van der Waals radii associ-
ated with the parameter set described previously were used in
conjunction with a 1.4-Å-radius probe. The grid spacing was 1 Å in
step 2 and 0.5 Å in step 3.

4 Results

The enzyme UDG shifts the reaction pathway from a
concerted-associative solution mechanism with a barrier
of 32.1 kcal/mol to a stepwise-dissociative mechanism
with a barrier of 12.1 kcal/mol (Fig. 2) [16]. In the latter,
the glycosyl bond breaks first to yield an oxocarbenium
cation/anion intermediate; a water molecule then attacks
at C10 and in the process loses a proton to the general

base D145. This is the first enzyme reaction for which
the existence of a transiently stable oxocarbenium cation
intermediate has been demonstrated experimentally [31]
and theoretically [16]. Other enzymatic mechanisms that
were proposed to involve such an intermediate (e.g., that
of lysozyme) have been challenged recently [32], though
the new evidence is not unequivocal. A representative set
of structures along this reaction pathway were taken
from the adiabatic energy surface obtained in Ref. [16]
and are used here to show the contributions made by the
different steps of the charge-scaling procedure to the
total reaction profile.

As detailed in Sect. 3, we scaled the charges on 63
ionizable groups (the side chains of arginine, lysine,
aspartate, and glutamate residues and the phosphate
groups in the DNA backbone). A histogram of the scale
factors obtained with the potential-based scheme [15] is
shown in Fig. 3. The scale factors range from 1.6 to 74.8.
In principle, scale factors larger than the solution
dielectric (� ¼ 80) can be obtained [33], but none is
observed. Buried groups have lower scale factors than
exposed ones; the figure suggests that most groups are at
least partially buried. The three lowest scale factors are
for phosphate groups that are buried upon substrate
binding (dU5, dA6, and dT7 in ref. [16]).

The reaction profile and its decomposition into the
various steps (1, 2, and 3) are shown in Fig. 4. The rate-
limiting transition state (TS1), which corresponds to the
cleavage of the glycosyl bond, has an energy of
14.3 kcal/mol (all energies are relative to the reactants).
The oxocarbenium cation/anion intermediate (I1) has an
energy of 5.8 kcal/mol and the subsequent transition
state (TS2), which corresponds to attack of a water
molecule, has an energy of 9.7 kcal/mol. The final

Fig. 2. Schematic of the reaction
mechanism used to illustrate the
charge-scaling procedure (see
text)

Fig. 3. Histogram of the scale factors for uracil-DNA glycosylase
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products have an energy of �9:4 kcal/mol. On examin-
ing the decomposition, we see that the overall shape of
the reaction profile is determined by the initial simula-
tion in the presence of the scaled charges (step I) but that
the relative energies are modulated by the subsequent
continuum electrostatics calculations (steps II and III).
In particular, both TS1 and I1 are markedly higher in
energy in step I. These states are stabilized by step II in
which the charges of the ionizable groups are increased
to their full strengths in vacuum. It was shown in
Ref. [16] that the MM groups primarily responsible for
this effect are the four phosphate groups that are buried
upon substrate binding. Even though those groups have
small scale factors (an average of 2.3), they make a large
contribution owing to their proximity to the reaction.
The effect of step III is in a direction opposite to that of
step II, as expected. In essence, favorable electrostatic
interactions are reduced by the addition of the dielectric
which represents the solvent.

In contrast to the results just described, the reaction
profile obtained in the absence of the charge-scaling
procedure (not shown) is in complete disagreement with
experiment. It resembles a sum of steps I and II. The
initial barrier is reduced to 4.2 kcal/mol, and I1 becomes
the global energy minimum with E ¼ �11:7 kcal/mol.
The products do not correspond to a minimum on the
energy surface because the proton transfer from the at-
tacking water to the aspartate is drastically disfavored.
Similar results are obtained even if additional water
molecules are added to the system because the explicit
solvent cannot reorganize significantly during energy
minimization.

For the curves in Fig. 4, we used method IIa (Sec. 2)
to determine the energy associated with increasing the
charges on the ionizable groups to their full strengths.
For comparison, the total energies obtained with
method IIb are shown for the extrema (points in Fig. 4).
For most structures, the energies obtained with the two
methods for step II are within 1 kcal/mol; for I1, the
difference is 1.6 kcal/mol. Some of the differences are
likely to stem from the fact that in method IIa, an
average structure was used to calculate the potentials
associated with the ionizable groups [Uvði! jÞ in Eq. 2],
while in IIb the specific structures indicated were used.

Even with this approximation, the ‘‘error’’ associated
with using method IIa is comparable to the variation in
energy expected from starting with a somewhat different
initial structure. This suggests that use of the faster
method (IIa) is a satisfactory approximation. Neglect of
the scaled-MM interaction terms, as in Ref. [15], in-
creases the energy of the products by about 6 kcal/mol.

Finally, we compare the results obtained with Mul-
liken charges to represent the QM atoms with those
obtained with ESP charges [19, 20] (Fig. 5). Since the
structures are the same, the step 1 energies, which are
based on the exact QM/MM energies, are unchanged.
The curves for steps II and III differ slightly but are
similar overall because the charges obtained with the two
methods are highly correlated (Pearson linear correla-
tion coefficients greater than 0.9). This is not to say that
the two sets of charges are the same; in general the ESP
charges are larger in magnitude (root-mean-square value
of about 0.5e compared with a root-mean-square value
of about 0.3e for the Mulliken charges). However, the
differences in steps II and III cancel for the most part so
that the maximum deviation between the total energy
curves is 1.8 kcal/mol. In principle other schemes (e.g.,
CM2 [34]) could be used to assign charges to the QM
atoms. However, the similarities between the results
obtained with Mulliken and ESP charges (only the latter
of which reproduces the dipole moment of the system,
as described in the legend to Fig. 5) suggest that the
method is robust to reasonable variations in this aspect
of the procedure.

5 Discussion

In the present paper, we have described an efficient
method for treating the effects of solvent in QM/MM
calculations. The method avoids the need for explicit
solvent molecules, as in a periodic boundary simulation.
Most solvent shielding is treated implicitly, but a limited
number of explicit solvent molecules are included to

Fig. 4. Reaction profile obtained with Mulliken charges represent-
ing the QM atoms. Total (bold solid line), step I (thin solid line), step
IIa (long dashed line), and step III (short dashed line) energies. The
total energies obtained for the extrema by using method IIb instead
of IIa (Sect. II) are indicated by circles

Fig. 5. Reaction profile obtained with electrostatic screening
potential (ESP) charges representing the QM atoms. The ESP
curves are bold, and the Mulliken curves shown for comparison are
thin. The ESP charges were obtained by fitting the electrostatic
potential calculated at the MM positions with the constraint that
the sum of the atomic charges should reproduce the total charge
and the components of the dipole of the quantum system. The root-
mean-square error in the dipole moment was 3% of the magnitude
of the exact dipole on average

122



allow the formation of directional hydrogen bonds to
water molecules that are in or near the active site. In the
procedure, which was originally introduced for MM
free-energy-perturbation simulations [15], the charges of
exposed ionizable groups are scaled for the QM/MM
calculation (step I), and continuum electrostatics meth-
ods are used to quantitatively correct the energies (steps
II and III). The primary modifications made to the
scheme outlined in Ref. [15] are the use of Mulliken or
ESP charges to represent the QM atoms in the grid-
based calculations and the inclusion of additional terms
in step II to account for variations in the MM–MM
interactions. The latter makes a difference in energy of
about 6 kcal/mol for the products. Overall, the method
yielded good agreement with experiment for the reaction
catalyzed by UDG and made it possible to obtain a
detailed understanding of the enzyme mechanism [16].

The procedure introduced for free-energy-perturba-
tion simulations [15] builds on earlier work [35, 36, 37,
38]. Of particular interest for the present study is
Ref. [35], in which enzyme charges were scaled accord-
ing to a potential-based scheme to calculate the reaction
profile for prolyl isomerization by FK506 binding pro-
tein. That study employed step I of the procedure to
determine a reaction mechanism but did not correct for
scaling the charges to obtain quantitatively correct en-
ergies. Since large charge shifts are not involved in that
system, the correction is expected to be less important.

While a number of dielectric screening models have
been introduced for purely QM calculations [39, 40, 41,
42, 43], they have not been used in QM/MM simula-
tions. One problem with such treatments, as pointed out
in Ref. [44], is that hydrogen bonding is not treated well.
Although the present treatment does not allow charge
transfer between the QM region and the MM solvent, it
does allow for the formation of directional hydrogen
bonds, which have been shown to be important in QM/
MM simulations of enzyme reactions [14].

An alternative to continuum dielectric methods is to
represent the solvent and part of the protein by polar-
izable dipoles restricted to a grid (the Langevin dipoles
and protein dipoles Langevin dipoles methods) [2, 45].
This method has been employed extensively in con-
junction with empirical valence bond treatments of the
reactive region [2] (for a recent example, see Ref. [46]).
In a certain sense, the grid-based dipole model is a dis-
crete version of the continuum methods, though there
are differences in detail. The use of dipoles for the parts
of the system treated implicitly obviates the need to
select a dielectric constant but requires analogous
parameterization (i.e., the polarizability of the dipoles).
While the solvent dielectric response can be anisotropic,
the dipole model still does not fully capture the physics
of explicit solvent molecules. Our results suggest that
including a limited number of explicit solvent molecules
in such calculations could be of interest.

The charge-scaling procedure described here repre-
sents a significant advance in the ability to treat solvent
in QM/MM simulations. The present study employed a
semiempirical Hamiltonian in the QM region, but the
procedure is not limited to any particular QM or MM
method. In fact, its use is likely to be more important for

ab initio and density functional theory Hamiltonians as
well as polarizable MM force fields because these will all
be more sensitive to long-range electrostatic interactions,
so that good modeling of solvent shielding effects
is essential. The increasing use of the methods just
mentioned and the results obtained in the present
work and Langevin dipole studies [2, 46] suggests that
additional investigations as well as applications (e.g.,
molecular dynamics free energy simulations), of implicit
solvent models for QM/MM simulations can be
expected in the near future.
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